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Some common reinforcement contingencies make the delivery of a reinforcer depend on
the occurrence of behavior lacking significant temporal structure: a reinforcer may be con-
tingent on nearly instantaneous responses such as a pigeon's key peck, a rat's lever press,
a human's button press or brief verbal utterance, and so on. Such a reinforcement con-
tingency conforms much more closely to the functionalist tradition in experimental psy-
chology than to the structuralist tradition. Until recently, the functionalist tradition, in
the form of a kind of associationism, typified most research on human learning and mem-
ory. Recently, however, research on human memory has focused more on structural issues:
now the basic unit of analysis often involves an organized temporal pattern of behavior.
A focus on the interrelations between the function and structure of behavior identifies a
set of independent and dependent variables different froin those identified by certain com-
mon kinds of "molar" behavioral analyses. In so doing, such a focus redefines some of the
significant issues in the experimental analysis of behavior.
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Two different traditions have long coexisted
in experimental psychology, with the fortune
of each waxing and waning over the decades.

These traditions may be called the functional-
ist tradition (Angell, 1904; Thorndike, 1898;
Watson, 1924) and the structuralist tradition
(Titchener, 1898; Tolman, 1932; Kohler, 1947;
Tulving, 1962; Mandler, 1967). Behaviorism
is frequently perceived to be descended from,
and more closely related to, functionalism
than structuralism (for example, see Anderson
and Bower, 1973). For several decades, the
study of human learning and memory was un-
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questionably dominated by the functionalist
tradition in the form of a kind of association-
ism (McGeoch, 1942; Hull, Hovland, Ross,
Hall, Perkins, and Fitch, 1940; Postman, 1961).
Recent developments, alternately enthusiasti-
cally or disparagingly referred to as the "cogni-
tive revolution", have raised to prominence in
the analysis of human learning and memory
some issues historically closer to the structur-
alist than to the functionalist tradition.
The present paper attempts to relate the

recent functionalist-structuralist debate over
issues in human learning and memory to var-
ious theories and methods in the experimental
analysis of behavior. To this end, the paper is
organized into four parts. First, a very small
sample of the kinds of human memory data
that force consideration of structural issues
is reviewed. These human memory experi-
ments deal primarily with the nature of the
basic unit of analysis. Second, the general con-
cept of memory is examined as it bears on
some distinctions between behaviorism and
cognitive psychology. In this second part, a
rationale is developed for the constructive use
of cognitive vocabulary and unobservable the-
oretical quantities in a way that is compatible
with a science of behavior. Third, some ex-
amples are given to show how structural is-
sues have arisen in the experimental analysis
of behavior. These examples are contrasted
with other behavioral analyses that do not give
attention to these same structural issues. Fi-
nally, it is shown how this side-by-side coexis-
tence of structural and nonstructural analyses
corresponds to unresolved theoretical prob-
lems of the most fundamental importance. In
this section, it is argued that an adequate sci-
ence of behavior requires methods that ac-
knowledge both structural and functional is-
sues, and perhaps most important of all, their
interactions. This paper argues for, if not a
reconciliation or unification of structuralist
and functionalist traditions, then at least for
an appreciation of the methodological and
theoretical implications of the interrelations
between the structure and the function of be-
havior. This argument has much in common
on an abstract level with views expressed by
Tolman (1932), Bolles (1974, 1975), Catania
(1973b), Estes (1973), Hearst (1975), and others
concerning the development of mutually con-
structive relations between behavioral and
cognitive analyses.

Human Memory Experiments on the
Functional Unit
We face one brief preliminary before we

can look at specific data. We need first to de-
scribe briefly the nature of the functional unit
from an associationistic position. Anderson
and Bower (1973) provided a most readable
account of the role of associationism in the
analysis of human learning and memory. In
their review, they listed a few "metafeatures
that seem to universally typify associationism".
The third of these metafeatures of association
theory was that "the simple ideas" that be-
come associated "are to be identified with
elementary, unstructured sensations . .
Along with the authors whose work is re-
viewed below, Anderson and Bower (1973)
proposed and argued "for a radical shift from
the associationist conceptions that have hereto-
fore dominated theorizing on human mem-
ory". They maintained that "this shift is most
apparent in the unit of analysis which we
adopt. Unlike past associative theories, we will
not focus on associations among single items
such as letters, nonsense syllables, or words".
They focused instead on basic units having a
significant degree of internal structure. This
shift in focus is the major concern of the pres-
ent paper. Let us now consider some of the
data that have compelled investigators to
change their assumptions about the basic unit
of analysis. First, we shall examine the nature
of the functional unit in the light of human
short-term memory experiments. Then, we
shall briefly examine the functional unit in
multi-trial free-recall experiments. The mate-
rial described in this section can be, and often
is, translated into an encoding vocabulary
(Miller, 1956; Melton and Martin, 1972), but
here it will be sufficient, and more convenient,
to restrict ourselves to a vocabulary in terms
of organization, structure, and patterning of
behavior.

Short-term memory experiments. Two clas-
sic papers on short-term memory are those by
Brown (1958) and Peterson and Peterson
(1959). In the discrete-trials experiment by
Peterson and Peterson, each trial consisted of
three stages: a presentation stage, a delay
stage, and a test stage. In the first, the experi-
menter spelled aloud a three-consonant tri-
gram. In the second, a subject counted back-
wards from some number (varied over trials)

114



ORGANIZATION IN MEMORY AND BEHAVIOR

by threes or fours. This delay in the second
stage was varied over trials from 3 to 18 sec.

In the third, a subject was required to speak
aloud the consonant trigram from the first
stage of that trial. Each subject was tested
eight times after each of six delays. There were

48 consonant trigrams, with which each sub-
ject was tested once. The percentage of trials
on which a subject gave the correct trigram
(averaged over 24 subjects) fell from abotit
90% at the shortest delay to less than 10% at
an 18-sec delay.

Consider now the issue of behavioral organi-
zation in short-term memory experiments such
as the one just described. Murdock (1961)
used the same procedure as Peterson and
Peterson (1959) to obtain results that illustrate
the general point to be made here. First con-

sider his method. He employed three different
types of stimuli in the first stage of a trial:
single three-consonant trigrams, single mono-

syllabic words, or three monosyllabic words.
With the first type of stimulus, he should
have and did replicate the result obtained by
Peterson and Peterson described above. With
single words, he found that, for a given delay,
the percentage of trials on which a subject
gave the correct word was much higher than
with three-consonant trigrams, even though
both types of stimulus consisted of three letters
and in that sense should be equally difficult
to remember if the units of analysis were

single letters. Lastly, with the third type of
stimulus, a three-word triad, Murdock ob-
tained results virtually identical to those ob-
tained with the first type, a three-consonant
trigram. This result defines a functional
equivalence between the effects of a three-
consonant trigram and a three-word triad.
Clearly, the behavior of emitting a simple
letter is not always functionally the same: in
one case, subjects emitted three letters in a

consonant trigram and in a second case, sub-
jets emitted nine letters grouped in three pat-
terns of three, three-letter words, and in each
case, performance was the same. This sug-
gests that the functional significance of a

simple response such as a single letter depends
on the way in which behavioral output is pat-
terned, or organized. In particular, when three
consonants are presented, each letter acts as a

separate functional unit, but when nine letters
grouped into three words are presented, each
word, or integrated pattern of letters, acts as

a separate functional unit. In the latter situa-
tion, a simple letter is not a functional unit.
Thus, performance in the two cases is equal
because each case contains the same number of
functional units, i.e., three. The invariant re-
lationship, the general law, interrelating be-
havior and the retention interval in Murdock's
and related experiments must be stated in
terms of functional units, not letters, words, or
any other arbitrary behavior (Miller, 1956;
Norman, 1969). These data suggest that a
given behavior that is a functional unit in one
context may not be a functional unit in an-
other context, and that a functional unit
may not be a simple response and may indeed
be quite structured and complex behavior.

It is helpful at this point to look ahead a
little to see what this result will later signify
for us. This result encourages us to ask if a
simple response, such as a pigeon's key peck, is
always functionally the same behavior. It
even suggests that we ask if such a simple re-
sponse can by itself ever constitute a func-
tional unit. Accordingly, we shall consider
the possibility that the functional significance
of a key peck depends on the behavioral pat-
tern of whiclh it is a component and that re-
sults stated in terms of key pecks are unlikely
to have the generality of laws stated in terms
of true functional units that are organized pat-
terns of behavior having a significant degree
of internal structure.

Free-recall experiments. Let us now look at
data interrelating organization in behavioral
output with the effects of repetition. In this
brief survey, we can look in detail only at two
classic experiments by Tulving (1962, 1964).
Tulving (1962) developed a measure, derived
from information theory, of the extent of be-
havioral patterning or organization in a be-
havior sequence. Tulving's measure estimated
the extent to which successive pairs of re-
sponses were the same on successive trials of a
free-recall experiment. To understand com-
pletely what this means, we must first under-
stand the multi-trial free-recall method used
by Tulving. He took 16 English words, each
a disyllabic noun, with 5, 6, or 7 letters. He
then took these words and made 16 different
sequences so arranged that there was no tend-
ency, greater than that expected by chance,
for any given pair, triplet, etc., of words to
occur together over the 16 different lists. Six-
teen female college undergraduates then
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served as subjects in the following experiment.
On the first trial, one sequence of the 16 words
was presented visually at a rate of one word
per second. After this presentation of the 16
words, a subject was required to write down
as many of the 16 words as she could remem-
ber in 90 sec, after which the second trial be-
gan. All 16 sequences were presented to each
subject. The subject thus saw the same 16
words on each trial, but in a different order.
She was instructed that the order in which she
wrote down the words on a trial did not mat-
ter: her only task was to write down as many
as possible of the 16 words. The data were
analyzed as follows. The frequency with which
each word followed every other word was de-
termined for each subject over a block of
trials. A measure of behavioral patterning was
then calculated on the basis of these frequen-
cies. The measure of behavioral patterning
was

X nij log-nj
i, j

; ni log ni

where nij is the frequency with which the jth
word (j = 1, . . . 16) followed the ith word
(i = 1, . . . 16). The formula is the ratio ob-
tained by dividing the pair-wise patterning in
the data by the maximum possible pair-wise
patterning. If the ratio is 0, then no pair-wise
patterning is present. If the ratio is 1, then all
pairs or words are emitted in the same se-
quence on every trial. Note that this measure
is a derived measure: it is a number calcu-
lated from data according to a formula de-
rived from a theory. It will be important later
to have noted here that the number does not
represent immediately observable behavior:
the number is a kind of unobservable theo-
retical quantity.
Tulving (1962) found that this measure of

patterning, averaged over the 16 subjects, in-
creased over trials. That is, after several pre-
sentations of the 16 words, a subject tended
to give various pairs of words in the same
sequence, or pattern, even though no such pat-
terning was present in the different sequences
presented to the subject. This tendency for
certain words to cluster together more with
successive repetitions of the list was correlated,
of course, with an increase in the number of
words correctly written down: by the end of
the 16 trials, the average number of words

written down was over 15. Tulving (1962) con-
jectured that this increase in organization in
behavioral output resulted from the establish-
ment, with successive presentations of the list,
of new functional units of analysis that con-
sisted of more than one word. His results
clearly agree with such a position: repetition
apparently can induce an integration or uniti-
zation of simple responses, such as single
words, into larger functional units.

Observe how earlier associationism and the
newer view would offer different interpreta-
tions of the results of this experiment. Associa-
tionism would focus on the increase over
trials in the number of remembered words, the
simple responses assumed at the outset to con-
stitute the functional units. Patterning in the
results would be viewed as a by-product of
the increase in the strengths of the invariant
units, the single words. A structural view
would, on the other hand, focus on the in-
crease over trials in the extent to which
clusterings of words appeared, i.e., it would
focus on the emergence of new behavioral pat-
terns. The increase in single words remem-
bered would be viewed as a by-product of the
emergence of new patterns, the true functional
units.
A subsequent experiment by Tulving (1964)

provided more direct evidence on the nature
of the establishment of new, higher-order,
functional units of behavioral analysis. A
number of procedural details distinguished
this experiment from that just described, but
for present purposes it suffices to think of the
method as the same multi-trial free-recall
method described above. Tulving (1964) di-
chotomized the correct words given by a sub-
ject on a trial into those that were or were
not correctly given on the preceding trial. The
latter words were said to measure the number
of new words learned on a trial (intratrial
retention) and the former were said to mea-
sure the number of words learned on a pre-
vious trial and still remembered on the pres-
ent trial (intertrial retention). Now, several
lines of evidence suggest that the number of
different functional units that can be remem-
bered at a time is approximately seven, plus
or minus two. In the present context, this im-
plies that no more than about seven new
words could be learned on a given trial, if all
were independent units, as one might expect
them to be by virtue of their not having been
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remembered on the previous trial. That is, a
word not previously remembered would not
yet be part of a higher-order unit, and would
constitute a functional unit by itself. The
number of new words remembered on a trial,
averaged over subjects, was in fact approxi-
mately constant over trials, after taking into
account the progressively fewer remaining new
words with every repetition of the list. And
this approximately constant number was
within the range, seven plus or minus two.
The number of remembered old words in-
creased over trials. As in the previous experi-
ment (Tulving, 1962) so too did the measure
of behavioral patterning, clustering, or orga-
nization. Tulving's interpretation of these in-
terrelated results was that the number of func-
tional units remained approximately constant
throughout the experiment, bounded by the
limit on how many such units can be retained
at one moment. The size of these units, how-
ever, systematically increased with successive
repetitions of the list. A subject did not learn
a list of, in this case 22, separate words. In-
stead, a subject established a small number of
functional units which increased in size as
new words were integrated with them. Miller
(1956) described this phenomenon of the es-
tablishment of new, larger, functional units
as a "chunking" of simple units into larger
units. Note again that the traditional learn-
ing curve plotting number of words remem-
bered on a trial as a function of the trial
number now becomes a by-product of the
chunking phenomenon. The traditional learn-
ing curve, counting only words, does not ac-
cording to this view represent a general law,
because such a law must be stated in terms of
true functional units.

It is impossible to overemphasize the essen-
tial point, so let us summarize it again here.
Associationism focuses on individual words as
units of analysis in multi-trial free-recall ex-
periments, and interprets the traditional
learning curve to show that the number of
units, or words, that a subject has learned in-
creases over trials. The size of each unit re-
mains the same, the size of a word. An alterna-
tive view espoused by Tulving (1962, 1964)
focuses on the structure of behavioral output,
and decomposes the traditional learning curve
into two parts showing that the number of
units a subject has learned stays approxi-
mately constant over trials, as required by

the upper bound on the number of functional
units a subject can retain at one time, but that
the size of a unit increases. That is, new,
higher-order units are established over trials.
Mandler (1962, 1967) also clearly demon-

strated in many other recall experiments the
same fundamental importance of organiza-
tion. The present paper can only refer the in-
terested reader to Mandler's work, as well as
to important experiments by Bower and his
colleagues (Bower, 1970; Bower, Clark, Les-
gold, and Winzenz, 1969; Bower and Lesgold,
1969). For additional related empirical and
theoretical developments a reader should con-
sult Bousfield (1953), Estes (1972), Johnson
(1972), Tulving and Donaldson (1972), and
Tulving and Madigan (1970).

Several tentative conclusions have been
drawn from free-recall data. Most important,
a simple response, such as a single word, does
not necessarily have the properties of a func-
tional unit simply by virtue of its extreme
simplicity and comparative lack of internal
structure: a functional unit of behavioral anal-
ysis may change during the course of an ex-
periment depending on the nature of the
contingencies imposed on a subject's behavior,
and some resulting units may be quite com-
plex. Associationism tended not to consider
this possibility. It can scarcely be said, how-
ever, that all the structural issues dealing with
the functional unit have now been resolved
by recent work on organization in memory.
This work has not led to general methods to
control the nature of the functional units es-
tablished by an individual human, at least
not with the precision traditionally required
in the experimental analysis of behavior.
Neither are methods available to allow an
experimenter to control a human's preference
for different functional units depending on
their internal structure, their quantitative
properties in general, or the experimental
parameters associated with those units. There
have been, with some notable exceptions (for
example, see Nuttin, 1976; Weiner, 1974), few
studies of interrelations between structural
variables and motivational variables, rein-
forcement variables, or other variables es-
sential to a thorough understanding of means
to control behavior of a single organism.
There has been, that is, rather less attention
given to the interactions and interrelations
between the structure and the function of be-
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havior than to certain structural properties by
themselves. In later sections of this paper it is
argued that the experimental analysis of be-
havior is well suited to the study of these rela-
tively neglected interactions and interrela-
tions.

The Status of a Concept of Memory in the
Experimental Analysis of Behavior
We have reviewed a small part of the litera-

ture on organization in human behavior that
has played an important role in the shift away
from functionalist toward structuralist issues
that has been so important in the cognitive
revolution. Cognitive psychologists tend to
look at the structure of behavior as only a
means to the end of understanding the struc-
ture of the mind. More generally, we find the
view expressed that general laws and princi-
ples will not be found in immediately ob-
servable behavior so much as in more ab-
stract expressions (Anderson and Bower, 1973;
Estes, 1975 a, b). Yet, at the same time we can
see that a patient author could rephrase the
methods and results of cognitive experiments
so that no cognitive word or phrase ever ap-
peared. I performed only part of such a trans-
lation for the first part of this paper. Why did
I not complete the translation? In my opinion,
such a translation would not achieve greater
objectivity or parsimony of description. Con-
sider Tulving's formula for organization in
the data from multi-trial free-recall experi-
ments. We noted that this number is not "an
immediate observation". It is a number cal-
culated from immediate observations. A ques-
tion is, what shall we call such a number? Tul-
ving (1962, 1964) called it a measure of
"subjective organization", a measure of orga-
nization in memory. I chose instead, in the
first part of this paper, to refer to it as a mea-
sure of organization in behavior, but chose
not to try to continue the translation and to
decompose the formula further into its ob-
servable components. The reason for this
choice is that I agree with the view of Ander-
son and Bower (1973), Estes (1975a, b), and
others, that such a decomposition of the
formula into what ultimately is immediately
observable would not only fail to serve a con-
structive purpose, it would indeed substan-
tially reduce the parsimony and descriptive
power of the formula. We shall return later to
this issue of the role played in a science of be-

havior by certain kinds of unobservable theo-
retical quantities.

Let us now broadly consider some possible
virtues in the use of cognitive vocabulary in
discussions of behavior. Our first consideration
will have to be a description of the origin of,
and nature of the strong tendency to exclude
words such as "memory" from the experi-
mental analysis of behavior.
The traditional view and its origins. Watson

helped to define the traditional view of Radi-
cal Behaviorism on the concept of memory.

"The behaviorist since he never uses the
term 'memory' is under no compulsion to
attempt to define it. So many individuals
getting their first orientation in behavior-
ism seemed to be troubled by the omission
of the term that it seems best to use some
illustrations and analogies" (Watson,
1924, p. 220).

Watson summarized his ensuing illustra-
tions and analogies as follows.

"By 'memory,' then, we mean nothing
except the fact that when we meet a stim-
ulus again after an absence, we do the old
historical thing . .. that we learned to do
when we were in the presence of that
stimulus in the first place" (Watson, 1924,
p. 237).

Consider also the following:
"So far as scientific method is concerned,
the system set up in the preceding chap-
ter may be characterized as follows. ...

Its concepts are defined in terms of im-
mediate observations . . ." (Skinner, 1938,
p. 44).

It can safely be said that Radical Behavior-
ism encourages an analysis in terms of immedi-
ate observables and heavily discourages an
analysis in terms of theoretical quantities that
are not immediately observable. Furthermore,
it has been held that terms that do not refer
to immediate observables, such as memory,
hunger (Skinner, 1932), attention (Skinner,
1971), and the like, can be translated without
loss of scientifically useful meaning, into be-
havioral terms that are immediately observ-
able.
This view can easily be seen to fit into a

logical niche in the continuing evolution of
ideas about a science of behavior. The con-
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tinuity in mental processes across the phylo-
genetic scale that seemed required by Darwin's
theory of evolution led at the close of the
nineteenth century to a spate of scientifically
unsupported claims of quite complex mental
abilities in animals (Romanes, 1884; Miller,
1962). This required continuity was achieved,
that is, by dramatically increasing man's
opinion of the intelligence of animals. But so
scientifically unacceptable were the anecdotal
methods supporting these claims that a strong
counter-reaction understandably set in. Mor-
gan (1909), in the forefront of this counter-
reaction, advocated the view that no greater
intelligence should be attributed to an orga-
nism in an explanation of its behavior than is
sufficient for the purpose. Subsequently, Wat-
son only carried this cogent advice to its logi-
cal extreme. He achieved the required conti-
nuity in animal and human intelligence in a
manner precisely opposite from the way in
which Romanes had earlier achieved the
same continuity. Rather than attribute greater
mental complexity to animals, Watson attrib-
uted less tojhumans, and indeed he did so to
the greatest possible logical extreme. In short,
he denied that memory and the like, inter-
preted as an unobservable, had any value
for the scientific study of behavior in animal
or man. This then, is the traditional view of
Radical Behaviorism toward memory.
Behavior and unobservable theoretical

quantities. Skinner (1974) draws an important
distinction between Radical Behaviorism and
the experimental analysis of behavior. Radical
Behaviorism is a philosophy of a science of be-
havior, while the experimental analysis of be-
havior is an emerging science of behavior.
What we have seen thus far is that Radical
Behaviorism has traditionally rejected the
possibility that a concept of memory, some-
thing not immediately observable, has a right-
ful place in a science of behavior. Radical
Behaviorism seems to have done so on behalf
of efficiency and parsimony: it has tried to
ensure that the emerging science of behavior,
the experimental analysis of behavior, will
waste as little effort as possible chasing men-
talistic will-o'-the-wisps and will not become
confused by a metaphorical usage of cognitive
vocabulary. Radical Behaviorism split the do-
main of psychological concepts in two parts:
those that deal with immediately observable
behavior and play a role in a science of be-

havior, and those that deal with unobservable
mentalistic notions and do not play a role in
a science of behavior. The objective in this
paper requires us to dwell for a moment on
this dichotomy, to examine its nature, and to
consider whether it may not have excluded,
for reasons no longer valid, some general
classes of variables that ultimately may be es-
sential to the development of a science of
behavior.

Radical Behaviorism's position on the con-
cept of memory is both a prediction of what a
mature science of behavior ultimately will
look like and a prescription advising be-
havioral scientists on the significant issues at
present confronting them and on how to at-
tack them. One cannot over-emphasize that
this view on memory was derived from a phi-
losophy of science, Radical Behaviorism, and
is not a view that was forced by data obtained
by a science of behavior. The science.now has
the task of evaluating the philosophy's claim.
How could the experimental analysis of be-
havior evaluate this claim that it does not
need a concept of memory? How does the ex-
perimental analysis of behavior in general
evaluate any such claim? Clearly, what is
needed to answer this question is a criterion
to evaluate the progress that has been made
toward developing a science of behavior. For-
tunately, there is a criterion agreed upon by
nearly all those engaged in the experimental
analysis of behavior. Indeed, it is strongly
implied on the inside front cover of this jour-
nal. The primary criterion by means of which
one measures the stage of development of the
experimental analysis of behavior is the pre-
cision and generality of available methods
with which one can control the behavior of
an individual organism. All other criteria,
including those derived from philosophical
predictions of the ultimate nature of the ex-
perimental analysis of behavior, should be
subservient to this one criterion. If one is to
reject memory from the experimental analy-
sis of behavior, one must, therefore, justify
doing so on the grounds that one's capability
of controlling the behavior of an individual
organism is not thereby diminished. There
are reasons to believe, unfortunately, that the
development of this general capability has
sometimes been diminished by the way in
which memory has been excluded. No one
could deny that impressive advances in be-
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havioral control have taken place in recent
decades. But there are contexts about which
little is known. Consider the fact that we have
scarcely more than the Delayed-Matching-To-
Sample paradigm as a generally accepted
method with which to study behavorial phe-
nomena in settings resembling those that have
revolutionized the analysis of human learning
and memory. This is not a very impressive
record. In fact, it is only a slight oversimplifi-
cation to say that the experimental analysis
of behavior simply has not studied behavior
in settings resembling those for which a man
in the street, a beginning student of psychol-
ogy, a cognitive psychologist, or a behaviorist
using ordinary language, would find the con-
cept of memory relevant. By its own criterion
of scientific progress based on precise and
general behavioral control, we accordingly
have made little progress in 40 years in extend-
ing a science of behavior to these settings
(Kantor, 1970).
Let us tentatively accept the position that

the experimental analysis of behavior is seri-
ously restricted by its manner of excluding
memory from its domain. How might a science
of behavior expand its scope into the domain
of what generally would be regarded as mem-
ory phenomena? The answer does not seem
to require an abandonment of the position on
mentalism recommended by Radical Behavior-
ism, but it probably does require a revision
of our view that immediate observations are
sufficient for the expression of all important
theoretical variables. Indeed, unobservable
theoretical quantities of a certain type have
always been a part of the experimental analy-
sis of behavior, although they admittedly have
not always been regarded as such. Consider
the rate of a free operant. To be specific, con-
sider the frequency of a pigeon's key pecks
per unit time. One does not observe a fre-
quency of key pecks per unit time. This datum
is a type of unobservable theoretical quantity.
It is a number derived by totalling up the
observed key pecks in some measured dura-
tion and then dividing the total by the dura-
tion. In this case, the mathematical derivation
of the quantity of theoretical interest happens
to be an exceedingly simple one, and every-
one's mathematical education is sufficient to
provide him not only with the necessary
mathematical tools but also with an intuitive
understanding of the mathematics. Different

theories typically require one to compute dif-
ferent numbers, however, and there is no
guarantee that all quantities of theoretical
interest may be either derived so easily from
the actual observations or as intuitively mean-
ingful. Indeed, most theories require one to
deal with numbers with significantly more
complex mathematical heritages than a simple
ratio. But there can be nothing inherently
objectionable to the experimental analysis of
behavior in any of these derived numbers
simply by virtue of their being derived num-
bers. We would have no historical precedent
for excluding memory simply because it re-
ferred to a theoretical quantity not directly
observed but mathematically derived from ob-
servables. Suppose now that we had such a
quantity, and suppose further that the num-
ber were shown to be a function of one or
more experimental parameters in a situation
that in ordinary language would invite use of
the word "memory". Tulving's measure of or-
ganization is an example of such a number.
Clearly, there is nothing incompatible in prin-
ciple between such a number and a science
of behavior. A great deal of the contemporary
mathematical and computer-simulation work
in cognitive psychology and mental processes
is of this type (Bower, 1975; Falmagne, 1974)
and therefore is compatible in this specific
sense with a science of behavior.
What is it, then, that distinguishes cogni-

tive psychology from the experimental analy-
sis of behavior? What distinguishes a men-
talist from a behaviorist? To a significant
degree, it is how we interpret these theoretical
quantities. Many cognitive psychologists main-
tain that a theoretical quantity has value for
a science of psychology to the extent to which
the quantity has "psychological relevance",
i.e., relates to what intuitively seems to be
psychologically important (Falmagne, 1974;
Pribram, 1973). It is this interpretation of un-
observable theoretical quantities that appears
to separate a radical behaviorist from a radi-
cal cognitivist. But one is not compelled to
provide mentalistic interpretations for these
theoretical quantities, and when one refrains
from doing so, the gulf between behavior and
cognition narrows appreciably, and perhaps
disappears. Recall that a number of investiga-
tors anticipate that truly general laws will
emerge in terms of variables more abstract
than immediately observed behavior (Ander-
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son and Bower, 1973; Estes, 1975). Such an
opinion has been thought by many theorists
to be incompatible with the encouragement
provided by Radical Behaviorism to analyses
in terms of immediate observables. This ap-
parent incompatibility in views on the nature
of acceptable theoretical variables has con-
tributed significantly to an unnecessary and
unproductive gulf between scientific commu-
nities oriented toward behavioral or cognitive
analyses. It is therefore important for social
as well as for scientific reasons that we explic-
itly acknowledge that important theoretical
variables may not be expressible as immedi-
ately observable behaviors, and that this ac-
knowledgment is compatible with the methods
and objectives of a science of behavior.
The vocabulary of the experimental analy-

sis of behavior. The use of the word "choice"
in the experimental analysis of behavior il-
lustrates the point to be made in this section.
The percentage of a pigeon's pecks on one
of two keys in a concurrent schedule is an
unobservable theoretical quantity, or derived
measure, that is obtained in a situation where
ordinary language invites the use of the word
"choice". The experimental analysis of be-
havior uses the word "choice" but by doing
so implies no mentalistic interpretations of
the theoretical quantity. Furthermore, the
word "choice" is liberally sprinkled through-
out the literature on concurrent operants and
the experimental analysis of concurrent oper-
ants has flourished. The word "memory" has
seldom appeared in this journal and the ex-
perimental analysis of delayed stimulus con-
trol has, comparatively speaking, languished.
This evidence, admittedly correlational rather
than experimental in nature, suggests, never-
theless, that words having mentalistic inter-
pretations might have heuristic value for a
science of behavior. This is not a new idea.

"In sum, the fact that the social scientist,
unlike the student of inanimate nature, is
able to project himself by sympathetic
imagination into the phenomena he is at-
tempting to understand, is pertinent to
questions concerning the origins of his
explanatory hypotheses but not to ques-
tions concerning their validity. His ability
to enter into relations of empathy with
the human actors in some social process
may indeed by heuristically important

in his efforts to invent suitable hypotheses
which will explain the process. Neverthe-
less, his empathic identification with
those individuals does not, by itself, con-
stitute knowledge" (Nagel, 1961).

Even physicists, who presumably have no re-
course to "sympathetic imagination" when
dealing with sub-atomic particles, find it use-
ful to speak in this sense of a particle "feeling"
an interaction, and so on.
The experimental analysis of behavior has

tended to refrain from applying cognitive
labels to certain kinds of theoretical quantities
on the advice of Radical Behaviorism. The es-
sential component of this advice seems, how-
ever, to deal with mentalistic interpretations
of variables, rather than with unobservable
theoretical quantities in general. In addition,
it was suggested that we need not confuse the
objective interpretation of "memory", a de-
rived measure in a specified experimental con-
text and having heuristic value, with its men-
talistic interpretation. On these grounds, it is
suggested that the word "memory", appropri-
ately interpreted, need not be excluded from
the vocabulary of the experimental analysis of
behavior. The word "memory", then, refers to
some number or derived measure having sig-
nificance in terms of some theory, and cal-
culated from data obtained in a context where
a speaker using ordinary language would find
the word "memory" relevant. We shall have
to confront the possibility that a useful con-
cept of memory will not necessarily refer to
immediately observed behavior.

Two Different Treatments of Structure in
the Fundamental Unit of Analysis
Let us turn now to implications of the

literature previously reviewed on organiza-
tion in memory and behavior for the experi-
mental analysis of behavior. In this section
are described two different theoretical per-
spectives on the nature of the significant is-
sues in the study of behavior. These two per-
spectives handle the notion of structure rather
differently. We shall begin by considering a
common view on the theoretical substance of
behavioral methodology.

"Acceptance of behaviorism as a meth-
odological approach in no way necessi-
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tates the acceptance of any substantive
theory" (Nagel, 1961).

"... the presuppositions of this approach
are so simple that it is essentially atheo-
retical" (Mowrer, 1973).

A preference for inductive methodology has
not encouraged experimenters to inquire into
the nature of theoretical assumptions em-
bedded in the experimental methodologies
used to collect data. Views such as these of
Nagel, Mowrer, and many others, may or may
not be correct in a philosophical sense, that
is, as descriptions of the theoretical content
implied by Radical Behaviorism. But such a
view is demonstrably false as a description of
the theoretical content implied by some of the
classical methodology in the experimental
analysis of behavior. It should be noted in
passing that scholars in the philosophy and
history of science are by no means unanimous
in the view that a science can be so thoroughly
inductive that it can bypass a stage of prema-
ture theorizing by means of an extended stage
of objective data collection (Hanson, 1958;
Kuhn, 1970; Gillespie, 1960, but also see
Quine, 1963).

Let us therefore continue on the assumption
that an empirical methodology implies some
kind of theoretical commitment. Let us specif-
ically consider how different behavioral anal-
yses commit an investigation in specific ways
to different positions on the issue of temporal
structure in behavior.
The structure of behavior has been for a

long time and continues to be an important
consideration in many behavioral analyses
(Jenkins, 1970; Weiss, 1970; Williams, 1968;
and many others). Consider in particular the
cumulative record. One of its major virtues
is its graphic portrayal of behavioral pattern-
ing (Skinner, 1938; Ferster and Skinner, 1957).
While extremely useful in providing a non-
quantitative picture of molar structure, the
cumulative record is now appearing in this
journal with a density noticeably less than in
former years (Skinner, 1976). One problem
with the cumulative record is precisely the
complex structural picture it can reveal: de-
spite some success in quantifying a few rela-
tively simple structural features in certain
special cases (for example, see Gollub, 1964),
no general, elegant, quantitative system has
emerged to categorize cumulative records in

terms of basic principles. Thus, reading and
interpreting complex patterns in cumulative
records retains an element of art.
The cumulative record is but one of many

signs of interest in structure in behavioral
analyses. Structural concerns have played cen-
tral roles in behavioral analyses of language
(Skinner, 1957; Catania, 1972; Salzinger, 1973).
These concerns with structure in language ad-
mittedly have been on a more programmatic
and philosophical than empirical level, but
behaviorally oriented empirical studies of lan-
guage reasonably can be expected to appear
more frequently in the future (Premack, 1971).
Some of the earliest behavioral studies of

organization and structure were those of
Hunter (1920, 1928) on double alternation
and on temporal mazes in general. A later
study by Schlosberg and Katz (1943) on the
same topic introduced an idea basic to the
present discussion. This idea deals with the
interrelations between a subject's short-term
memory for its own recent behavior, the
chunking phenomenon, and the nature of the
fundamental behavioral unit. In their own
words,

". . . in the present situation the behavior
sequence is so condensed in time and
content that the effects of all stimuli and
responses can be fused into a continuous
behavior pattern. This would account for
the relative ease with which the rat can
acquire double-alternation lever press-
ing."

What structural properties might such a
continuous behavior pattern, or unit, have?
Recall Anderson and Bower's (1973) assertion
that it was the nature of the unit of analysis
that most sharply discriminated between the
functionalist or associationistic view and their
own structural view. The nature of the funda-
mental unit, particle, or atom in a science has
historically been a significant issue in the
older sciences, as well as in the behavioral sci-
ences. An exposure to the philosophical his-
tory of this issue in chemistry, physics, biology,
and psycholinguistics, provides a useful back-
ground for our present task, but unfortunately
this material is far beyond the scope of the
present paper (Clagett, 1959; Gillespie, 1960;
Hanson, 1958, 1972; Kuhn, 1970). Our next
task is to discuss some ways in which different
behavioral analyses have handled this issue.
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Suppose that the smallest meaningful be-
havioral unit of analysis, the fundamental
unit, possessed a significant degree of internal
structure. What would be the properties of
such a unit? How might it be established? First
of all, "structure" in the present context re-
fers to systematic or stereotyped changes in
behavioral topography over time, often but
not necessarily over fairly short, but not ex-
tremely short, time intervals. (In fact, we shall
identify this interval roughly with the short-
term memory span.) Thus, structure here re-
fers simply to temporal patterns of behavior.
But not all patterns are, of course, basic func-
tional units, so that it becomes necessary to
distinguish between two different kinds of
behavioral patterns: a behavioral pattern that
defines the internal structure of a basic unit
and the longer patterns generated over time
by a succession of different units. How can
one tell the difference between these two
kinds of patterns? This difference clearly re-
quires us to know the within-unit structure
of a basic behavioral unit. But the determina-
tion of a unit of analysis is a bootstrap opera-
tion: one determines a unit of analysis by look-
ing at the behaviors in terms of which general
laws are stated, but one can frame general
laws only by knowing the true units of analysis
(Schick, 1971). (This unfortunate bootstrap
feature of the search for the fundamental unit
is certainly not unique to the present context.
For example, it resembles problems encoun-
tered in the search for a criterion in epistemo-
logical studies; Chisholm and Swartz, 1973.)
One method that has proved fruitful so far
requires one simply to control experimentally
features of the behavioral patterns that pre-
cede the delivery of a reinforcer. One may
thereby determine functions relating those
controlled features to the behavior such a
method establishes and maintains. That is,
one can thereby study the interrelations be-
tween the function and the structure of a
behavioral unit. This method has proved suc-
cessful in establishing and maintaining quan-
titative properties of the internal structure of
behavioral units consisting of short sequences
of simple responses patterned in time, such as
interresponse times (Shimp, 1973a), sequences
of interresponse times (Shimp, 1973b), and
somewhat more complex distributions of sim-
ple responses (Hawkes and Shimp, 1975). This
method allows one also to study preference

among different units of analysis in terms of
their various structural properties and of the
reinforcement parameters experimentally as-
sociated with them (Shimp, 1968, 1969, 1970,
1973a, 1974; Hawkes and Shimp, 1974; Stad-
don, 1968). These molecular analyses of be-
havioral structure provide quantitative func-
tional relations apparently unobtainable with
the older, molar analyses of structure involv-
ing cumulative records. Perhaps the most suc-
cessful attempt to date in developing a general
quantitative system for molar structure is that
by Killeen (1975). It will be most interesting
in the future to see if this model is capable of
accommodating the available literature on in-
terrelations between the function and struc-
ture of behavioral units.
Human memory experiments imply that a

fundamental unit of behavioral analysis can
have structure, and the preceding evidence
implies structure in fundamental units in the
context of the experimental analysis of be-
havior. Additional research is now needed on
the conditions necessary to establish units hav-
ing specified structural properties. Research
might well be directed to the proposal of
Schlosberg and Katz (1943) and Hawkes and
Shimp (1975) that these conditions require an
understanding of the relations between short-
term memory, behavioral patterning, and the
fundamental unit. According to this view, the
structural properties of the fundamental unit
in a given context will depend on how that
context assigns roles to all the variables de-
termining a subject's short-term memory for
its own recent behavior. (For related literature
on short-term memory, see Roberts and Grant,
1976; D'Amato, 1973; Devine and Jones, 1975;
Murdock, 1974; Deutsch and Deutsch, 1975;
Shimp, 1976).
We have now sufficiently characterized a

structural analysis of the basic unit so that
we may turn for comparison to an alternative
approach. The most important difference be-
tween the two approaches deals with the as-
sumed nature of the basic unit of analysis. Re-
call that one metafeature of associationism
denies significant internal structure in the
basic unit (Ebbinghaus, 1885; Pavlov, 1927;
Hull, 1943; Estes, 1959). Associationism never
denied structure in general, of course, but
tended to regard the issue of structure as one
that is to be treated most appropriately after
one has grappled with the relations involving
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simple, unstructured, elementary units. Ac-
cordingly, associationists never devoted great
time or effort to empirical investigations de-
voted to the discovery of the structural pro-
perties of the basic unit: such an enterprise
did not appear especially appropriate or
meaningful. Nonsense syllables, words, and
the like, were treated as basic units more be-
cause those responses intuitively seemed to
satisfy the metafeature of associationism than
because any coherent set of empirical investi-
gations into the properties of basic units dem-
onstrated those responses to have those prop-
erties. Similarly, these rather arbitrarily
selected units were assumed to retain their
defining characteristics over varying situations
where no cogent evidence showed them to do
so: the identity of a simple response as a mean-
ingful unit simply was assumed not to change
during the course of many standard experi-
mental settings. Behavioral patterning that
was seen to develop was likely to be inter-
preted as a linear chain each link in which was
supposed to contain a simple, elementary re-
sponse.

Does this view on the nature of the basic
unit that is characteristic of associationism
ever arise in the analysis of reinforcement
contingencies? It does indeed. It is especially
important for us to acknowledge that this is
so, in order that this view can undergo the
empirical scrutiny that the experimental anal-
ysis of behavior usually requires of a theoreti-
cal position. This metafeature of association-
ism is likely to characterize a reinforcement
contingency that makes the delivery of a rein-
forcer depend on extremely simple behavior.
In addition, the same metafeature is likely to
characterize a method of data analysis in
which one counts the frequency of occurrence
of a simple response. This metafeature is in
fact sufficiently prominent in this journal that
no statistical analysis is required to demon-
strate the fact. Any survey of the experimental
papers published in this journal will reveal
that a great many, indeed a preponderance, of
the schedules of reinforcement described here
share the property that the behavior on which
reinforcement is contingent, and the behavior
in terms of which the results are analyzed, is
as nearly without structure as it is practical to
make it. After all, the mean rate of occurrence
of a simple response has on occasion been said
to be nearly the defining property of operant

conditioning (Blough and Millward, 1965).
For example, a pigeon's key peck requires only
a small fraction of a second, and therefore has
minimal temporal structure. The key peck has
recently been seen to have some internal struc-
ture (Jenkins and Moore, 1973; Smith, 1974),
but it undeniably has sufficiently little inter-
nal structure to qualify as an example of the
kind of unit required by what Anderson and
Bower called a metafeature of associationism.
The same can be said of a rat's lever press, a
humaii's simple verbal response, and so on.
Interesting questions worthy of historical anal-
ysis but beyond the scope of the present paper
are the origins of this commitment to a meta-
feature of associationism in reflexology (Pav-
lov, 1927; Skniner, 1938) and the maintenance
of this commitment by various theoretical
(Guthrie, 1959; Estes, 1959) and experimental
(Grice, 1948; Skinner, 1948) developments.
Much of the interesting and constructive

approach to behavioral structure exemplified
by work on complex operants and higher-
order schedules represents a compromise be-
tween the associationistic metafeature and a
more consistently structural approach. A com-
plex operant is one in which "the presentation
of a reinforcer is made contingent upon se-
quences of responses as a unit" and a higher-
order schedule is one in which "the behavior
specified by a schedule contingency is treated
as a unitary response that is itself reinforced
according to some schedule" (Morse, 1966).
Consider the following example. A reinforcer
may be made contingent on a key peck that
terminates, let us say, the third fixed-interval
30-sec schedule. In such a case, one speaks of a
second-order fixed-ratio 3 schedule for the
complex operant consisting of the pattern
produced by a fixed-interval 30-sec schedule.
By means of higher-order schedules of this
general type, investigators have attempted to
develop a system of relations involving units
having significant internal structure (Findley,
1962; Kelleher, 1966; Marr, 1971).
Admirable as is the objective of this re-

search on higher-order schedules, such re-
search may be beset by a basic difficulty so
long as the lowest-order reinforcement con-
tingency hinges on the occurrence of an ex-
ceedingly simple response, such as a key peck.
A fixed-interval schedule, to continue our
previous example, does not very well control
the pattern of behavior treated as a unit or
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complex operant, since the contingency in-
volves behavior as simple as a key peck. One
therefore can expect with such a contingency
a considerably greater between-subjects varia-
tion in behavior than with a lowest-order
contingency explicitly defined in terms of a
behavioral pattern (Hawkes and Shimp, 1975;
Shimp, 1975). Thus, experiments on higher-
order schedules address in principle the same
issue as that which the present paper also ad-
dresses. But in practice, these experiments
have often examined molar structure of be-
havior with local structure being relatively un-
controlled, and therefore presumably less sus-
ceptible to our understanding. It is the local
structure of behavior on which the present
paper focuses as the most likely source of the
true basic functional units. Let us put this in
perspective by considering the notion of the
"order" of a reinforcement contingency. Our
previous example, a fixed-ratio 3 for fixed-
interval 30-sec schedules is by tradition called
a second-order contingency. The first-order
contingency is said to be the fixed-interval
schedule for a key peck that is taken to be the
basic unit. But, if we consider local structure,
the fixed-interval schedule is itself a second-
order schedule, with the first-order contin-
gency being that which establishes the basic
unit or units. In the case of a fixed-interval
schedule, the local behavioral patterns pre-
ceding reinforcement are uncontrolled, and
therefore one could expect more than one unit
to be adventitiously established (Shimp, 1975).
Thus, an admission of local structure into
our terminology redefines our example as a
third-order, not second-order, contingency.
And Morse's definition of a complex operant
may be seen as an expression of the associa-
tionistic metafeature, because it implies that
many of the responses we study, such as a key
peck, are not complex, that is, that they lack
significant internal structure, yet are mean-
ingful units, i.e., operants. A characteristic of
an approach more consistently in tune with
structural issues is an implication that such
elementary responses do not have meaning
or theoretical significance apart from what-
ever true functional unit of which they form
a part (Anderson and Bower, 1973; Shimp,
1975).

Finally, let us summarize the difference be-
tween the two kinds of structural analyses we
have examined. The central issue can be

simply stated for a special case. Does the re-
peated delivery of food to a food-deprived
pigeon that has just pecked a key simply in-
crease the subsequent probability of a key
peck, with the nature of the basic unit remain-
ing invariant and equal to a key peck? Or,
does it induce or establish new behavioral
units related to whatever local behavioral pat-
terns precede the delivery of the reinforcer,
and therefore possessing significant internal
structure?

Some Unresolved Theoretical
Issues Corresponding to Different
Treatments of Structure in the Fundamental
Unit of Analysis
The unanswered questions with which we

ended the previous discussion permit differ-
ent views on a variety of fundamental theo-
retical issues.
The nature of independent and dependent

variables. A shift in one's view of the nature of
a basic unit of analysis forces a change in view
of appropriate independent and dependent
variables. Many classical schedules of rein-
forcement require one to accept as dependent
and independent variables the frequency of
simple responses and of the occurrences of
pairings between those responses and other
events, such as reinforcers, respectively. Alter-
natively, we might try to determine what the
functional units are in the first place. We
have already noted above that one way to do
this is to control specified structural features
of the behavioral pattern or patterns preced-
ing the delivery of a reinforcer. One can in
this fashion establish a behavioral unit re-
lated to a pattern preceding a reinforcer, i.e.,
having known, quantitative properties. In
many cases, however, one could not expect
such a behavioral unit to have all the proper-
ties of the patterns preceding a reinforcer
(see also Catania, 1973c). This limitation can
yet have the heuristic value of focusing our
attention on what is a significant issue for
behavioral analyses. The notion that a funda-
mental behavior unit extends over time and
has temporal structure suggests relations be-
tween behavior in short-term memory experi-
ments and the nature of fundamental units of
behavioral analysis. That is, in these terms it
makes sense to ask what relations obtain be-
tween what a subject can remember of its own
recent behavior in short-term memory experi-

125



CHARLES P. SHIMP

ments, on the one hand, and what behavioral
patterns can be established as behavioral units
when those patterns systematically precede a
reinforcer, on the other hand (Schlosberg and
Katz, 1943; Hawkes and Shimp, 1975; Shimp,
1975, 1976). Note that this question makes
sense only after one has rejected the "no short-
term memory" assumption implicit when one
takes the basic behavioral unit to be nearly
instantaneous and without significant tem-
poral structure.
Molecular versus molar analyses. Another

general issue related to those above pertains
to the distinction between molecular and
molar analyses in the experimental analysis of
behavior. Standard usage now defines a molar
analysis in two ways: either as a presentation
of large-scale structural features of behavior
visible in a cumulative record, or, as is in-
creasingly common, as the calculation of only
a single number, the rate of a simple, virtually
instantaneous and unstructured behavior aver-
aged over the many different local reinforce-
ment contingencies that prevail in standard
schedules (Herrnstein, 1970). In this latter
sense, the term "molar" is associated with the
smallest possible basic units of analysis, those
compatible with the metafeature of associa-
tionism we have discussed earlier. Standard
usage defines a molecular analysis in terms of
behavior such as interresponse times, invisible
in a cumulative record, and presumably de-
pendent on the local reinforcement contin-
gencies of little concern to a molar analysis.
Thus, molecular analyses deal with larger
basic units of analysis than some molar anal-
yses. This peculiar feature of standard ter-
minology may be too deeply entrenched to
change, but it would be well at least to keep
in mind that the standard terminology implies
a difference in the size of basic behavioral
units that in some cases is backwards from
standard practice.

Free-operant behavior as baseline behavior.
Some common baseline procedures involve re-
sponses without significant temporal structure,
such as key pecks, lever presses, and so on
(Sidman, 1960). According to a view interrelat-
ing the short-term memory span and the
structure of the smallest meaningful units of
analysis, or operants, it is doubtful whether
such elementary behaviors can satisfy the the-
oretical requirements of an operant (Ander-
son and Bower, 1973; Shimp, 1975, 1976).

Thus, a baseline reinforcement contingency
involving such an elementary response may
leave the true functional units to be estab-
lished and controlled by chance contiguous
occurrences of various behavioral patterns
and a reinforcer. Such reinforcement con-
tingencies involve a lack of precise control
over the true functional units. This lack of
control may in some circumstances be a virtue,
but it is important to distinguish these cir-
cumstances from those arising out of an effort
to develop general laws of reinforcement con-
tingencies. Consider when it might be re-
garded as a virtue that certain reinforcement
contingencies only loosely determine the be-
havior they maintain: a response may be con-
sidered to be a sensitive measure of the effects
of some experimental variable when the rein-
forcement contingency maintaining that re-
sponse is sufficiently loose so that behavior
may vary widely as a function of that variable.
Such a baseline contingency is clearly required
for many purposes and the experimental anal-
ysis of behavior has skillfully exploited such
contingencies as are at present available. How-
ever, one must carefully distinguish between
the value a contingency might possess by vir-
tue of its desirable properties as a baseline
schedule, and the value a contingency has
through its ability to shed light on the funda-
mental nature of reinforcement contingencies
themselves. These two properties of schedules
on occasion may be mutually incompatible.
The structural considerations we have dis-
cussed in this paper suggest that a contingency
useful as a baseline schedule by virtue of the
loose control it exerts over structure may have
little use as a device to reveal fundamental
laws of contingencies that may necessarily in-
volve structure. Let uIs take just one of in-
numerable examples one can find. Consider
some of the literature on conditioned suppres-
sion that has been so useful in helping to
understand basic principles of conditioning
(for example, see Kamin, 1969; Rescorla,
1972). It is not uncommon in this important
literature to find a variable-interval schedule
used as a baseline, yet such a schedule may
prove nearly fruitless as a vehicle to reveal
basic laws involving reinforcement contin-
gencies because it fails to deal with structural
considerations (Shimp, 1975; also see Jenkins,
1970). Note also that this same failure ulti-
mately places an upper bound on how much
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we can learn about conditioned suppression
using variable-interval baselines, since the
measure of conditioned suppression may not
be expressed in terms of true functional units.

Biological constraints on learning. The
structure of behavior is a significant issue
from the perspective of ethology (Shettle-
worth, 1974; Staddon and Simmelhaag, 1971).
So too, of course, is an analysis of behavioral
patterns that function as units. Thus, we face
a challenging question: how can one dis-
tinguish between, on the one hand, a func-
tional unit having structure and established
by operant principles and, on the other hand,
a functional unit having structure but estab-
lished by the other means emphasized in
ethology? The attempt to answer this ques-
tion might generate some highly profitable
interactions between behavioral analyses and
ethology. Even now, it obviously offers alterna-
tive ways to interpret behavioral patterns ob-
served in situations such as the "superstition"
experiment (Skinner, 1948; Staddon and Sim-
melhaag, 1971; Shimp, 1975).

Consider the following example of how the
structural nature of the basic functional unit
can have important implications for our views
on the relations between behavioral and bio-
logical issues. A distinction has been made
between operant key pecks and autoshaped
key pecks (Jenkins and Moore, 1973; Schwartz,
Hamilton, and Silberberg, 1975). Part of this
distinction is based on topographical differ-
ences between the two classes of behavior. But
these differences are to be observed over time
intervals far shorter than the short-term mem-
ory span. We earlier went so far as to suggest
that there may be no meaningful unit of be-
havior having such short temporal duration as
either an autoshaped or "operant key peck".
Thus, our previous discussions would suggest
that structural differences between autoshaped
key pecks and operant key pecks are not likely
to reveal the whole story, are not likely to be
sufficient to distinguish between two classes of
true basic units. In addition to looking for
structural differences involving temporal du-
rations so short as a small fraction of a second,
we might look for differences in the temporal
spacing of key pecks and for how those struc-
tural differences are perhaps differentially sus-
ceptible to control by reinforcement contin-
gencies involving the temporal spacing of key
pecks. To the extent to which the organization

of behavioral output conforms to that re-
quired by a structural reinforcement contin-
gency, no doubts need remain that we are
seeing operant behavior, rather than more
directly biologically determined behavior.
Mathematical theories. The trend in theory

building in the experimental analysis of be-
havior has been to try to interrelate empirical
functions of a particular type, specifically,
functions showing how the average rate of a
free operant depends on various experimental
parameters (Baum, 1973; Catania, 1973a;
Herrnstein, 1970; Rachlin, 1973). These theo-
ries have not yet accepted structure in be-
havioral output as a significant issue with
which they should deal. A few free-operant
theories are beginning to deal with the struc-
ture of behavior, but as yet they deal only with
rather large-scale structural features and not
with interrelations between behavioral struc-
tures and their functions (Killeen, 1975; Stad-
don, 1974). Formal theories of operant be-
havior almost uniformly accept the essentially
structure-free operant as the unit of analysis.
But if we take structural considerations se-
riously, the attempt to try to develop a theory
for such facts is not a particularly worthwhile
enterprise: these structural considerations im-
ply that the frequency of occurrence of re-
sponses, such as key pecks, averaged over dif-
ferent local reinforcement contingencies and
averaged over different local patterns of be-
havior, is not a derived measure, fact, or num-
ber, that has theoretical significance. Such a
number assumes instead the same minor role
assumed by the traditional learning curve:
any number based on the assumption that a
behavioral unit is a fixed, extremely simple
and nearly unstructured behavior, assumes the
status of a by-product having little general
significance.

CONCLUSION
We have contrasted a metafeature of as-

sociationism and a structural viewpoint to
arrive at different and seemingly incompatible
sets of significant issues for a science of be-
havior. Structural considerations encourage an
experimental analysis of behavior in settings
where the word "memory" is both relevant in
an ordinary language sense and valuable to
the scientific community in an heuristic sense.
They also encourage both an analysis of inter-
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relations among such memory experiments,
more traditional reinforcement contingencies,
and an analysis of how local reinforcement
contingencies establish and maintain the
smallest, meaningful, behavioral units. It ap-
pears likely that a successful behavioral anal-
ysis of these issues will require certain kinds
of theoretical variables that are not immedi-
ately observable, and therefore that a science
of behavior may emerge that is somewhat dif-
ferent from that sometimes encouraged by
Radical Behaviorism: as Wheeler (1973) cor-
rectly noted, there is no necessary logical
relation between Radical Behaviorism and a
science of behavior. In any event, the experi-
mental analysis of behavior seems well suited
for a variety of reasons to contribute toward
significant progress in the analysis of interac-
tions between the structure and the function
of behavior.
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